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Recenzja rozprawy doktorskiej mgr Michata Kassjariskiego ,,Zastosowanie algorytmoéw
sztucznej inteligencji do analizy audiometrii tonalnej”

Problem naukowy poruszany w rozprawie dotyczy automatycznej, wiarygodnej (klinicznie uzytecznej) klasyfikacji
typu niedostuchu na podstawie danych audiometrii tonalnej oraz przeniesienia tej funkcjonalnosci do
praktycznego systemu wsparcia decyzji (w tym mobilnego). Problem zostat sformutowany jasno i konsekwentnie
realizowany w cate] rozprawie. Zostato to jasno ujete wprost w hipotezach H1-H3 oraz celach G1-G4. Tematyka
pracy koncentruje sie zatem wokdt zastosowania metod uczenia maszynowego / sztucznej inteligencji do
klasyfikacji ubytkéw stuchu, gdzie wejsciem jest audiogram w postaci cyfrowej (XML) lub obrazu (skanu).

Tematyka jest aktualna i istotna: dotyczy diagnostyki niedostuchu {powszechny problem zdrowia
publicznego) oraz deficytu specjalistow, a proponowane rozwigzania wpisuja sie w silny trend klinicznych
systeméw decision support i mHealth. W pracy zaproponowano i przebadano szereg podejsc (architektur
modeli), zaczynajac od prostej binarnej klasyfikacji rozrézniajac stuch prawidtowy od niedostuchu, koriczac na
zagadnieniu klasyfikacji do 4 klas (prawidtowy, przewodzeniowy, mieszany, odbiorczy). Niewatpliwym atutem
pracy sg rzeczywiste dane opracowywane we wspotpracy z pracownikami Kliniki Otolaryngologii
Uniwersyteckiego Centrum Klinicznego w Gdansku.

Praca jest napisana w jezyku angielskim, sktada sie z pieciu zasadniczych rozdziatdw oraz zatgczonego cyklu 5
artykutow. Ukfad pracy jest klarowny, podziat na czesci intuicyjny. PoniewaZ gtdwny trzon pracy stanowig
artykuty, przechodze do ustosunkowania sie do nich.

1. Development of an Al-based audiogram classification method for patient referral

Artykut dotyczy klasyfikacji wynikéw audiometrii tonalnej (dane dyskretne z progami styszenia w funkcji
czestotliwosci) na dwie klasy: ,prawidtowy stuch” vs ,patologiczny ubytek stuchu”.
Dane, na jakich oparto badanie, to 2400 serii wynikéw (XML) opisanych przez audiologéw. Przetestowano kilka
architektur sieci neuronowych (MLP, CNN, RNN), a nastepnie trzy warianty RNN (simple RNN, GRU, LSTM).
Najlepsze wyniki uzyskano dla LSTM ACC ~0.98, AUC ~0.985, czyli osiggnigto wskazniki Swiadczgce o wysokie]
jakosci modelu. Nalezy przy tym podkreslié potencjalnie wysoka istotno$¢ kliniczng przedstawionych badan
(niedobdr specjalistéw i potrzeba szybkiej wstepnej interpretacji). Ponadto charakter pracy jest zorientowany
wdrozeniowo.

Uwagi krytyczne:

Wydaje sig, ze czes¢ informacji jest podana nieprecyzyjnie:

1. W Sekgji Data podana jest informacja, ze zbiér zawiera 650 przypadkéw ,normal hearing” i 1750 ,pathological
hearing loss”. W czesci dotyczacej eksperymentdw Autorzy podaja, ze stosujg 5-fold cross-validation. Przyjmujac
za Autorami N jako klase zdrowych pacjentéw (,TN - patients who have been properly classified with good
hearing”) otrzymujemy odwrécong proporcje w danych testujacych (siegajac np. po macierz konfuzji z fig. 7 dla

LSTM):

ALL spodziewany test Dane z Fig.7 (Confusion matrix - LSTM)
normal hearing 650 130 (347+8) = 355
pathological hearing loss 1750 350 (1+124) =125




total | 2400 l 480 480
Taka odwrotna proporcja przemawia za hipotezg btednego oznaczenia klas lub wymaga wyttumaczenia.
2. Autorzy wykorzystujg podejécie 5-fold cross-validation, dla sieci LSTM raportuja ACC:

iteration |1 2 3 4 5 average

ACC 97.96 98.33 97.96 97.91 98.22 98.076
Jesli iteration oznacza fold, jako Srednie ACC otrzymujemy: 98.076, powstaje wéwezas pytanie, skad wartoéé ACC
0.9812 w tabeli II? Liczbowo wydaje sie zgadzac ten wynik z macierza konfuzji (fig 7) z jednego folda (?).

3. Podobnie przy innych miarach (dotyczy takze macierzy konfuzji) warto wyjasnié co one reprezentuja - Srednig
po k-foldach ?. Naturalne bytoby podanie np. $redniej i odchylenia w agregacji po foldach.

4. Mozna odnie$¢ wrazenie, ze krzywa ROC nie jest policzona po wyjsciach ciggtych z modelu (scorach), a po
progowaniu, co skutkuje 3-punktowa krzywa tamana. Taki sposéb prezentacji wynikéw nie daje petnej informacji
o discriminatory power of the model oraz trade-off pomiedzy czutoscig a specyficznoécig. Hipoteza ta wydaje sie
zgadzad z wyliczeniem:

1+ TPR - FPR
AUC =
2
Jesli tak - nie jest to wowczas krzywa ROC w standardowym sensie (tylko wizualizacja 1 punktu z krzywej ROC).
Wynik ten nie wnosi informacji ponad macierz konfuzji dla danego thresholdu. Jesli prég nie byt typowym
progiem 0.5 (argmax dla softmax, 0.5 dla sigmoidy) warto bytoby wspomnie¢, jak byt ustalany.
5. Nie zaszkodzityby tutaj informacje o leave patient out (jesli tak byto), procedurze ,foldowania” (wyjasniajac
licznosci folddw), oraz podanie podstawowych informacji dot. architektury.
6. W tabeli Ill Standaryzacja jest przed podziatem na train/test, co nie jest standardem i moze wigzaé sie z data
leakage.
7. W opisie standardow pojawia sie powtdrzenie ,ISO 8253 and 1SO 8253” — traktuje to jak literéwke.
8. Prace uatrakcyjnitoby wspomnienie w jaki sposéb AC i BC zostaty uwzglednione architektonicznie.

2. Detecting type of hearing loss with different Al classification methods

Artykut dotyczy klasyfikacji audiograméw na 3 typy ubytku stuchu: przewodzeniowy, odbiorczy i
mieszany. Danymi sg wartosci liczbowe z plikéw XML. Zbidr obejmuje 4007 audiograméw z lat 2017-2021 (jeden
o$rodek). Wejéciem jest zestaw progéw dla 5 czestotliwosci (250, 500, 1000, 2000, 4000 Hz) osobno dla
przewodnictwa powietrznego i kostnego (facznie 10 wartosci). Ocena dokonywana jest przez 5-fold cross-
validation. Przebadano dos¢ szeroka palete modeli ML i DL. Uzyskano najlepszy wynik ACC dla sieci RNN ~94.46%
(+0.91) co potencjalnie swiadczy réwniez o wysokiej jakosci modeli (warto podkreéli¢ relatywnie wigkszy zbidr
danych niz w w poprzednim artykule co wzmacnia istotnoéé¢ otrzymanych wynikow).

Jednoczesnie autorzy sami zaznaczaja, ze 94.46% moze by¢ zbyt niskie do zastosowari klinicznych,
zwtaszcza przez ,prohibitively large number of false negatives” i ze potrzebne sg wigksze, bardziej
reprezentatywne dane. To waine i uczciwe zastrzezenie.

Uwagi krytyczne:

1. Wartykule pada informacja, ze pacjent mdgt mie¢ maks. dwa wyniki (lewe/prawe ucho), to oznacza, ze jesli k-
fold dzieli losowo — wyniki mogg by¢ nieco bardziej optymistyczne (versus walidacja krzyzowa po ID pacjentéw).
Zasadny bytby tu komentarz doprezycujacy te kwestie.

2. Wydaje sie, ze niektére metryki mogtyby byé znéw nieco precyzyjniej opisane:

Autorzy deklaruja (,Due to the aforementioned class imbalance, macro averaging was calculated”) zastosowanie
macro averaging z uwagi na niezbalansowanie klas, jednak w Tabelach I-Il wartoéci Recall sg takie same jak
Accuracy (takze odchylenia). W problemie single-label multiclass réwnoé¢ Accuracy = Recall zachodzi dla
weighted recall (oraz dla micro recall), natomiast dla macro recall jest mozliwa jedynie w szczegdlnych
przypadkach. Poniewaz raportowany F1 nie jest réwny Accuracy, wariant micro wydaje sie mato prawdopodobny.
Wskazane bytoby tu takie doprecyzowanie, jakiego usredniania (macro/micro/weighted) uiyto dla
precision/recall/F1 oraz jak agregowano wyniki po foldach.

3. Krzywe ROC - cenne bytoby wyjasnienie jak byty liczone (w tym agregowane po foldach) no i najwazniejsze —
wydajq sig by¢ liczone znéw po progowaniu zamiast przed.



4. Artykut wymienia rézne modele z nazwy, ale nie podaje szczegétow, ktdre sa kluczowe do odtworzenia
wynikéw jak i oceny ryzyka overfittingu (np dla modeli deep: liczby warstw, rozmiardw, regularizacji
(dropout/L2), optymalizatora, learning rate, liczby epok, kryterium stopu, itp). Dla klasycznych ML: np. kernel i
gamma w SVM, k w KNN, parametry RF/DT, etc. Samo zestawienie, typu ,model SVM uzyskat ACC 83.38%
podczas gdy Random Forest 81.26%” bez podania kluczowych hiperparametréw moze prowadzi¢ do zubozonego
(a nawet mylgcego) obrazu réznic migdzy metodami.

5. W tekscie podobnie jak przy poprzednim artykule jest drobna redundancja ,ISO 8253, I1SO 8253" przy opisie
standarddw.

3. Efficiency of artificial intelligence methods for hearing loss type classification
Autorzy zndw poréwnujg wiele metod ML/DL do klasyfikacji typu niedostuchu (przewodzeniowy, odbiorczy,
mieszany) na podstawie surowych danych z audiometrii tonalnej (XML) zebranych klinicznie. Jest on
rozszerzeniem poprzedniego m.in. poprzez uwzglednienie:
a) modeli GRU i LSTM
b) analizie wptywu standaryzacji/skalowania danych dla sieci (Z-score, MinMax, MaxAbs), pokazano, ze
wybdr skali moze mie¢ wyrany wptyw na wyniki.
¢) Jednym z ciekawszych aspektéw jest augmentacja danych tablicowych (podwojenie) przez CTAB-GAN
(conditional GAN) i analiza jej wptywu na jakosé¢ modeli (osobno ML i DL)
Autorzy otrzymali najlepszy wynik ACC ~97.56% dla sieci LSTM przy Z-score + GAN.

Uwagi krytyczne:
1. W zasadzie wiekszo$¢ uwag krytycznych z poprzedniego artykutu odnoszg sig rowniez do tego, czyli:

a) kwestia wyjasnienia wyjécia z 10 foldéw na jeden wynik (zndw autorzy deklarujg makro averaging) i
zndw wszedzie Accuracy = Recall (wigcznie z odchyleniem) ale F1 # Accuracy (co przemawia za
weighted).

b) Zabezpieczenie sie przed potencjalnym wyciekiem danych (pacjent mdgt mie¢ maks. dwa wyniki
(lewe/prawe ucho)) — czy grupy sa roztgczne pacjentowo. Standaryzacja na diagramie — znow przed
podziatem — co moze potencjalnie wigzac sie z data leakage.

¢) Krzywe ROC — zaktadam ze liczone Micro-averaged One-vs-Rest (agregacja po klasach), ale czy takie w
zakresie foldéw? | zndw, nieco wazniejsza sprawa: wygladaja jak po progowaniu (wydaje sie 3-
punktowe).

d) Brak opisu szczegétéw dotyczacych poszczegélnych modeli (parametry, uczenie), co utrudnia
odtwarzalnosé.

Skapoé¢ opisu dotyczy takze CTAB-GAN (typu: liczba epok, batch size, learning rate, typ optymalizatora, etc.),
zaktadam ze byt uczony na zbiorze train.

2. W opisie K-fold pojawia sie zdanie sugerujace proporcje trening:test 10% : 90% (str. 4), co wyglada na bfad
(standardowo jest odwrotnie). Dalej jest mowa o wydzieleniu 10% dedykowanego testu (str. 4), co juz brzmi
racjonalnie.

3. W tekécie wystepuje norma, sugerujaca ,literéwke”: ,1SO 8253, 1SO 8253” {powtdrzenie).

4. Automated hearing loss type classification based on pure tone audiometry data

W pracy tej autorzy proponujg model sieci neuronowej (wariant RNN, stacked LSTM z warstwg Bi-LSTM
na wejéciu) do automatycznej klasyfikacji typu niedostuchu dla czterech klas: stuch prawidtowy, niedostuch
przewodzeniowy, mieszany i odbiorczy (normal, conductive, mixed, sensorineural).

Niewatpliwie zaleta jest duzy zbiér danych - dane obejmuja 15 046 wynikdw badari pochodzacych od
9663 dorostych pacjentéw. Przy czym jedna obserwacja = jedno ucho (zatem maks. dwa wyniki na pacjenta: lewe
i prawe ucho). W pracy osiggnieto bardzo wysokie ACC 99.33% (0.23), co przemawia za duzg skutecznoscig
stosowanej metody.

Uwagi krytyczne:
1. Autorzy deklarujg, ze trzy do$wiadczone osoby (audiolodzy) etykietowaly typ niedostuchu zgodnie z

metodologig z Tabeli 1, co moze (ale nie musi) przemawiac za hipoteza, ze adnotacje mogty w duzej mierze



wynika¢ z formalnych progéw. Artykut nie doprecyzowuje, czy byt brany dodatkowy kontekst kliniczny. Jesli
etykietowanie wyfacznie w oparciu o podane reguty- przewaga praktyczna budowanego modelu wzgledem
prostego (eksperckiego) moze by¢ ograniczona. Tutaj réwniez komentarz autora bytby zasadny.

2. W artykule podano, ze z jednego pacjenta pozyskano ,maksymalnie dwa wyniki” — osobno dla lewego i
prawego ucha. Stratyfikowana CV jest opisana na poziomie prébek, nie pacjentéw (brak informacji, ze
lewe/prawe ucho zawsze trafia do tego samego folda). Nasuwa sie uwaga podobna do wczesniejszej - korelacje
migdzy uszami tego samego pacjenta (ta sama etiologia, wiek, ekspozycja, konfiguracja audiometru) potencjalnie
mogq zawyzac metryki. To potencjalnie moze réwniez sprzyjaé wysokim wartosciom AUC~1.00.

3. Brakuje szczegdtowego opisu hiperparametréw modelu (np: liczba jednostek LSTM, optimizer, learning rate,
batch size, liczba epok).

4. Zasadny bytby rowniez opis stosowania testu McNemara czy byt wykonany na jednym foldzie czy tez jest po
wszystkich foldach, jakg wersje testu zastosowano, jaka byta statystyka (wzér i sposcb liczenia), czy
uwzgledniono problem zaleznosci obu uszu — ten sam pacjent. Podobnie sprawa wyijscia na jedna ,finalng”
macierz konfuzji (agregacja po foldach ?).

5. Normalizacja danych — przed podziatem na train/test moze sprzyja¢ zawyzeniu wynikéw.

Krzywe ROC - jest podane wprawdzie micro-average ale brak wyjasnienia jak przebiega agregacja po foldach. |
zndéw wygladaja na 3 punktowe (po progowaniu).

5. Development and testing of an open source mobile application for audiometry test result
analysis and diagnosis support

Artykut przedstawia otwartoirédtowq aplikacje mobilng (Android) wspierajgcg analize audiogramdw. Na
podstawie zdjecia (takze wykonanego telefonem) dokonywana jest digitalizacja audiogramu do postaci danych
liczbowych (wartosci progéw na podstawie symboli, etykiet osi i linii siatki). Dane te stuzg nastepnie jako wejscie
do modelu (Bi-LSTM opisanego we wczesniejszej pracy) czyli klasyfikacji typu ubytku stuchu (prawidtowy,
przewodzeniowy, mieszany, odbiorczy).

W zakresie korekcji perspektywy i automatycznego obrotu — wykorzystano ML Kit. Digitalizacja
wykorzystuje trzy modele YOLOVS (detekcja audiogramu, symboli i etykiet), OCR oraz detekcje linii metoda
Probabilistic Hough Transform.

Wprowadzono takze aproksymacje niewykrytych linii na podstawie sasiednich linii, co zwieksza odpornosé na
stabe zdjecia. Model Bi-LSTM skonwertowano do TensorFlow Lite i poddano kwantyzacji potreningowej, aby
zmniejszy¢ rozmiar i przyspieszy¢ dziatanie na urzadzeniu mobilnym.

Skuteczno$¢ detektoréw YOLO oceniono metrykami mAP w 5-krotnej walidacji krzyzowej osiagajac
bardzo wysokie wyniki mAP50 ~0.98-0.995 (aczkolwiek metryka mAP50-95 juz ~0.646). Aplikacje
przetestowano na kilku smartfonach i w dwdch warunkach o$wietlenia. Wartym podkreélenia jest utrzymywanie
poprawnosci dziatania réwniez w trudniejszych warunkach dzieki interpolacji linii.

Catos¢ przetwarzania odbywa sie lokalnie na urzadzeniu, co ma praktyczny walor. Kod udostepniono
publicznie (cho¢ bez danych, co w tym przypadku jest zrozumiate). Dla porzadku wypada dodaé, ze system nie
byt projektowany pod audiogramy odreczne.

Uwagi krytyczne:

Brak metryki ,end-to-end” na materiale fotograficznym (np. odsetek poprawnych klasyfikacji typu niedostuchu
liczony od zdjecia). Artykut m.in. raportuje metryki detekcji i liczbe interpolowanych linii, a nie koficowa
skutecznosc rozpoznania klasy po catym taricuchu.

W ramach uwag krytycznych do samej pracy (nie artykutéw) sformutowatbym nastepujacy uwage:
Poréwnywanie performance modelu po samym accuracy (doktadnoéci) niekoniecznie daje obiektywny obraz
jakosci (gradacyjny) modelu. Sam wynik moze zaleze¢ (oprécz specyfiki danych) ale takie od rozktadu klas.

Pomimo uwag krytycznych (ktére w zasadzie sa nieodtacznym elementem kazdej recenzji) praca (w tym
zatgczone prace) $wiadczy o bardzo dobrej znajomoéci zagadnien z zakresu sztucznej inteligencji, przetwarzania
danych medycznych oraz audiologii, na poziomie zaawansowanym i odpowiadajacym obszarowi prowadzonych
badan. Autor rozwigzat postawiony problem, stosujac adekwatne i nowoczesne metody z zakresu uczenia
maszynowego i gtgbokiego, w tym sieci rekurencyjne (LSTM, Bi-LSTM). Przeprowadzone badania dowodza
dobrej znajomosci metodyki badari naukowych.



Podsumowujac, oryginalny dorobek obejmuje m.in.:

1. Opracowanie i walidacje modelu Bi-LSTM do klasyfikacji surowych danych audiometrii na duzym zbiorze
klinicznym (z bardzo wysoka skutecznoscia),

2. Poréwnanie metod (w tym takze innych algorytmadw niz Bi-LSTM) i wptywu przygotowania danych.

3. Praktyczne wdrozenie w postaci aplikacji mobilnej analizujacej zdjecia audiograméw (pipeline: detekcja —
digitalizacja - klasyfikacja). Wartym podkresienia jest réwniez zriaczenie praktyczne: potencjalne wsparcie
lekarzy POZ i odcigzenie audiologéw / otolaryngologdw oraz redukcja ryzyka bteddéw interpretacyjnych.
Dorobek ten ma tez wyraz w postaci pieciu publikacji o punktacji odpowiednio 70, 70, 70, 140, 140 punktéw
ministerialnych (liczonym na moment publikacji) co przemawia za dorobkiem znaczgcym.

W podsumowaniu chciatbym wyrazic opinie, ze przedfozona praca Michata Kassjafskiego stanowi wartosciowe
opracowanie zaréwno pod wzgledem naukowym, jak i praktycznym, stanowigc przy tym istotny wkiad w
zagadnienie automatycznej diagnostyki niedostuchu na podstawie danych audiometrii tonalne;.

Waobec powyzszego stwierdzam, ze przedstawiong do oceny rozprawe doktorska mgra Michata Kassjaniskiego
pt. ,Zastosowanie algorytmow sztucznej inteligencji do analizy audiometrii tonalnej” oceniam pozytywnie.
Rozprawa zadowalajgco spetnia wymagania stawiane rozprawie doktorskiej okreslone w art. 187 ustawy z dnia
20 lipca 2018 r. ,,Prawo o szkolnictwie wyzszym i nauce” (tekst jednolity: Dz.U. z 2024 r. poz. 1571 z pdin. zm.).
W zwigzku z powyzszym wnosze o dopuszczenie Doktoranta do dalszych etapow postepowania o nadanie
stopnia doktora.
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